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Abstract—Ranking on networks plays an important role in
many high-impact applications, including recommender systems,
social network analysis, bioinformatics and many more. In the
age of big data, a recent trend is to address the variety aspect
of network ranking. Among others, two representative lines of
research include (1) heterogeneous information network with dif-
ferent types of nodes and edges, and (2) network of networks with
edges at different resolutions. In this paper, we propose a new
network model named Network of Heterogeneous Information
Networks (NEOHIN for short) that is capable of simultaneously
modeling both different types of nodes/edges, and different edge
resolutions. We further propose two new ranking algorithms
on NEOHIN based on the cross-domain consistency principle.
Experiments on synthetic and real-world networks show that our
proposed algorithms are (1) effective, which outperform other
existing methods, and (2) efficient, without additional time cost
per iteration to their counterparts.

Index Terms—ranking; network of networks; graph mining

I. INTRODUCTION

Ranking is a primary task in network analysis, which
gives an order to nodes in the network w.r.t. the underlying
network structure, preference, relevance, etc. Classic rank-
ing algorithms, including PageRank [1], HITS [2] and their
variants (e.g., personalized PageRank [3], random walk with
restart [4], personalized propagation of neural predictions [5]),
have shown a great success by exploiting the underlying
network topology. They have been widely applied in numerous
application areas, such as recommender systems [6], social
networks [7], [8], network embedding [9], [10], bioinformatics
[11], etc.

In the era of big data, networks arising from many important
application domains are often accompanied with rich side in-
formation, beyond the underlying topology — a phenomenon
that can be termed as the ‘variety’ aspect of the 4 Vs of
big data. In response, more complex network models and
sophisticated ranking algorithms have emerged. Among others,
a remarkable line of research can be attributed to heteroge-
neous information network (HIN for short), which models
nodes and edges of different types. Many ranking algorithms
tailored for HIN have been proposed, including PathSim [12],
Hetesim [13], SemRec [14], PReP [15], and so on. Most of
the HIN-based ranking algorithms aim to utilize the semantic
information among the interactions between multiple types
of nodes and edges (e.g. mining meta path). Another line of
research aims to accommodate edges at different resolutions,

which models both the connections between different nodes
and those between different networks. By co-learning the
model with network-network interactions from the coarser
resolution, noise and bias in each specific network can be
alleviated or even eliminated. Examples include network of
networks (NoN for short) [16], multi-layered networks [17],
multimodal networks [18], multidimensional network [19],
interdependent networks [20], and multiplex networks [21].

In the meanwhile, the multi-typed components and the
multi-resolution characteristics of edges often co-exist with
each other in many real-world networks. For example, hetero-
geneous scholarly networks often consist of different types of
nodes (e.g., authors, papers, etc. in different research areas)
and edges that can be viewed at multiple resolutions, such as
edges modeling the relationships between multi-typed nodes
and those between different research areas. Ranking problem
with above multi-typed multi-resolution scenario has vari-
ous real-world applications. For instance, for heterogeneous
scholarly networks, interdisciplinary researchers often survey
papers in a new domain (i.e. ranking target) while they are
only expert in their established domain (i.e. preference input,
represented as papers, keywords, and so on) and the ranking
problem can be served as a cross-domain recommendation
task. However, addressing the above task by modeling it into a
single HIN can lead to the loss of domain-specific information
(e.g. an interdisciplinary author may do great contribution in
one domain but not be so famous in another one). Thus, it
still remains a daunting task to advance network rankings by
fully exploiting this rich information of networks and propose
a well-tailored ranking model for it. Specifically, challenges
can be characterized from two perspectives. First (network
models), the existing network models can solely model either
the multi-typed components at a single edge resolution (e.g.,
HIN) or multiple edge resolutions in homogeneous networks
(e.g., NoN). How can we enjoy the best of both worlds?
Second (ranking algorithms), given a network model that
leverages both kinds of information, ranking algorithms can
vary based on specific ranking tasks, such as ranking w.r.t.
network structure or the relevance to certain query nodes.

In this paper, we aim to address these two challenges.
We first propose a novel network model named Network of
Heterogeneous Information Networks (NEOHIN for short).
It contains a main network, whose nodes represent different
domains and edges describe the interactions between different
domains. Each node of the main network is further mapped
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to a HIN to model different types of relationships between
different types of nodes within a certain domain. In this way,
the proposed NEOHIN is capable of simultaneously modeling
both different types of nodes/edges, and different edge resolu-
tions. Under the proposed network model, we formulate two
ranking tasks based on the cross-domain consistency principle
from the optimization perspectives and propose an efficient
algorithm for each ranking task. The main contributions of
this paper can be summarized as:
• New network model. In order to bridge the gap between

real-world scenarios and existing methods. We propose a
novel network model NEOHIN which can simultaneously
model different types of nodes and edges in the network
and view edges at different resolutions.

• Algorithms. We propose two ranking algorithms on
the proposed model NEOHIN to address different rank-
ing task scenarios named HITS-NEOHIN and PReP-
NEOHIN. Our analyses show that both of our proposed
algorithms provide theoretical guarantees on reaching lo-
cal optimum without significant additional computational
cost.

• Experimental evaluations. We conduct comprehensive
evaluations on synthetic and real-world networks to
demonstrate the proposed ranking algorithms (1) consis-
tently outperform the existing algorithms on two ranking
tasks, and (2) are efficient with a comparable computa-
tional time against their counterparts on existing network
models.

II. PROBLEM DEFINITION

In this section, we introduce the formal definition of pro-
posed NEOHIN ranking problem. Table I summarizes the
main symbols and notations used throughout the paper. We use
bold uppercase letters for matrices (e.g., A), bold lowercase
letters for vectors (e.g., u) where u(x) is the x-th element of
vector u, and lowercase letters for scalars (e.g., c). We denote
the transpose of a matrix/vector by the superscript ′ (e.g., A′

as the transpose of matrix A).

Symbol Definition
G adjacency matrix of main network
V set of nodes
E set of edges
g number of domains in main network
i, j indices of domains in main network
Hi HIN of the i-th domain
Ai adjacency matrix of i-th domain
Iij common nodes between Hi and Hj

d degree vector of main network
S set of node pairs
T set of candidate meta paths

TABLE I: Symbols and Notations

Our proposed model NEOHIN is built upon the heteroge-
neous information network, which is defined as follows [22].

Definition 1. Heterogeneous Information Network is defined
as a directed network H = (V, E). V = ∪pVp, p ∈
{1, 2, ..., P} is the union of different types of nodes where Vp

Fig. 1: An illustrative example of NEOHIN model. Each
double dashed box represents a domain (i.e., a HIN) and
nodes within each domain can represent authors, papers and
conferences. Solid lines within each domain are the relation-
ships between these nodes. Dashed lines between domains
describe the domain-to-domain similarities which form the
main network at a coarser resolution.

is the set of nodes of the p-th node type and P is the number
of node types. Similarly, E = ∪qEq, q ∈ {1, 2, ..., Q} denotes
different types of edges where Eq is the set of edges of the q-th
edge type and Q is the number of edge types.

There are two key concepts in HIN, meta path [12] and
path count. A meta path is the concatenation of node types
and edge types to encode a specific semantic meaning, such
as [author] writes−−−→ [paper]

cited by−−−−→ [paper]
written by−−−−−→ [author],

which describes the citation relationship between papers from
two authors. Path count is the number of concrete path
instances between a starting node and an ending node given
a meta path. For our example with aforementioned meta path,
the path count represents the number of citations from author
A’s papers to author B’s papers.

HIN is powerful to describe different types of relationships
between different types of nodes. Nonetheless, the represen-
tation power of the classic HIN is restricted to a single
domain (e.g., papers, authors and conferences in the data
mining domain). In some applications, we are often faced with
multiple inter-correlated domains. For example, when mining
on the scholar data (e.g., DBLP), there exist multiple research
domains (see Figure 1), each of which is represented as a
HIN to describe the relationships between authors, papers and
conferences in that domain. At a different edge resolution,
research domains can interact with others if they are closely
related, e.g., the data mining domain with a strong connec-
tion to machine learning domain. In order to model such a
collection of inter-correlated HINs, we generalize an existing
network of networks model [16] to a network of HINs as
follows.

Definition 2. Network of HINs (NEOHIN) is composed of
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a g × g main network G, a set of domain-specific HINs H =
{H1, ...,Hg} and an one-to-one mapping function ψ which
maps each node in the main network G to a domain specific
HIN. In general, a NEOHIN is defined as W =< G,H, ψ >.

Generally speaking, the ranking problem on the NEOHIN
can be formally defined as follows.

Problem 1. NEOHIN Ranking
Given: (1) a NEOHIN W =< G,H, ψ >, (2) target nodes

for ranking, (3) query node(s) of interests (optional), and (4)
meta path(s) of interests (optional).

Find: the rankings among target nodes w.r.t. query node(s).

Depending on (1) the specific way to leverage the input
NEOHIN, and (2) the specific query node(s) as well as
target nodes, Problem 1 embraces several ranking scenarios.
In the next two sections, we will present two new ranking
algorithms on NEOHIN in these two ranking scenarios. The
key idea of our proposed algorithms is the cross-domain
consistency principle that the influence (e.g. ranking score)
of a common element (e.g. node/edge/meta path) in the i-
th domain is similar to that in the j-th domain if these two
domains themselves are similar to each other (i.e. with a large
G(i, j)). For instance, in Figure 1, if a researcher appears in
two similar domains (e.g., data mining and machine learning),
the ranking scores of this researcher in these two domains
should be similar with each other.

III. PROPOSED ALGORITHM #1: HITS-NEOHIN

In this ranking scenario, we are interested in ranking all the
nodes in terms of their hub and authority scores by exploiting
the connectivity structure of the input NEOHIN (referred to
as Scenario #1). Here, the query node(s) of interests could be
absent if we want to calculate the global hub/authority scores
which are independent on any specific query node(s).

A. Preliminaries: HITS for a Single HIN

HITS is a classic network ranking algorithm that computes
a hub score and an authority score for each node. From the
optimization perspective [23], HITS can be viewed as a rank-
1 non-negative factorization of the input adjacency matrix by
minimizing the following cost function:

Ji(ui,vi) =
c

2
||Ai − uiv

′
i||2F

+ (1− c)(||ui − eui||22 + ||vi − evi||22)

s.t. ∀x, ui(x) ≥ 0, vi(x) ≥ 0,

(1)

where i is the index of a domain, Ai is the adjacency matrix
of the given i-th HIN with Pi × Pi blocks, Pi is the number
of node types, 0 < c < 1 is a regularization parameter, ui and
vi are the hub vector and the authority vector respectively. eui
and evi are the preference vectors given a priori. For example,
if users are interested with the k-th node, then the k-th element
of eui and evi are set to 1 and other elements are set to be 0.
When the query node is absent, eui and evi could be set as
the uniform vectors.

B. Optimization Formulation

In order to generalize the classic HITS algorithm to the
NEOHIN model, we propose to obtain the hub vectors ui
and the authority vectors vi (i = 1, ..., g) that minimize the
following cost function:

J(u,v) =

g∑
i=1

Ji(ui,vi)

+ a

g∑
i=1

g∑
j=1

||ui(Iij)√
d(i)

− uj(Iij)√
d(j)

||22G(i, j)

+ a

g∑
i=1

g∑
j=1

||vi(Iij)√
d(i)

− vj(Iij)√
d(j)

||22G(i, j),

s.t. ∀x, ui(x) ≥ 0, vi(x) ≥ 0.

(2)

where the first term Ji(ui,vi) comes from Eq. (1), d is the
degree vector of the main network, Iij is the set of common
nodes between the i-th domain and j-th domain, and G is
the adjacency matrix of the main network. The key idea of
our formulation lies in the second and the third terms, which
instantiate the cross-domain consistency principle outlined in
Section 2. That is, the hub/authority scores of a common node
x (x ∈ Iij) across two domains should be close to each other
(i.e., small ( ui(x)√

d(i)
− uj(x)√

d(j)
)2 and small ( vi(x)√

d(i)
− vj(x)√

d(j)
)2)

if these two domains (i, j) are similar with each other (i.e.,
large G(i, j)).

C. Optimization Solution and Analysis

We propose an iterative algorithm to find ui and vi (i =
1, ..., g) by minimizing Eq. (2). Since these two groups of
variables (ui and vi) are symmetric, we only present the
details about the update of ui due to the space limitation and
directly present the update of vi. To simplify the description,
we introduce the following auxiliary notations.1

Define matrix C as a g× g block matrix where the (i, j)-th
block is computed by G(i, j)Cij . Cij is an ni × nj matrix
where ni, nj are the number of nodes in i-th domain and j-
th domain respectively. If the x-th node in Ai and the y-th
node in Aj represent the same node (i.e., a common node),
Cij(x, y) = 1. Since C might be singular, we further define
L = C+DP , where DP = diag(d(1)In1

, ...,d(g)Ing
)−DC .

DC and DL are the degree matrices of C and L, respec-
tively. By defining L̃ = D

− 1
2

L LD
− 1

2

L , u = (u′1, ...,u
′
g)
′,

v = (v′1, ...,v
′
g)
′, e = (e′u1, ..., e

′
ug)
′, and aggregated diagonal

block matrix A = diag(A1, ...,Ag), we can simplify Eq. (2)
w.r.t. the hub vector u as below,

J(u) =
c

2
(v′vu′u− 2u′Av)

+ (1− c)||u− e||22 + 2au′(I− L̃)u.

1They were first introduced in [16] to generalize PageRank to network of
networks.
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Algorithm 1 Optimization algorithm of HITS-NEOHIN

Input: (1) the adjacency matrix of main network G; (2) a set
of adjacency matrices of domain networks {Ai}; (3) a set
of common node indicating matrix {Cij}.

Output: (1) The hub and authority ranking vectors of each
domain {ui} and {vi}.

1: Pre-processing: generate the aggregated diagonal block
matrix A and auxiliary matrix L̃ as introduced in Sec.
III-C.

2: Initialization: (1) set ui(x) = 1 and vi(x) = 1 if the x-th
node in the i-th domain is of interest. Otherwise, set them
as uniform vectors; (2) concatenate {ui} and {vi} as u
and v, respectively.

3: while not converged do
4: Update u based on Eq. (3)
5: Update v based on Eq. (4)
6: Normalize vectors u and v s.t.

∑ni

x=1 ui(x) =
1 and

∑ni

x=1 vi(x) = 1,∀i = 1, ..., g
7: end while
8: return two groups of ranking vectors {ui} and {vi} by

deconcatenation of vectors u and v.

With the non-negativity constraint on u, we propose the
following multiplicative update rule to solve for u:

u(x)← u(x)

√
[cAv + 4aL̃u + 2(1− c)e](x)

[cuv′v + 4au + 2(1− c)u](x)
. (3)

After each iteration, we normalize vector u according to
node types (i.e.

∑ni

x=1 ui(x) = 1, i = 1, ..., g). For group of
variables {vi}, it has symmetric updating method as variables
{ui} as follows,

v(x)← v(x)

√
[cAu + 4aL̃v + 2(1− c)e](x)

[cvu′u + 4av + 2(1− c)v](x)
. (4)

The whole algorithm is provided in Alg. 1. Next, we provide
the theoretical analysis of the updating rule of u. We first an-
alyze the convergence by proving its monotonicity in Lemma
1. Then we prove in Lemma 2 that the fixed-point solution of
Eq. (3) satisfies the KKT conditions. Finally in Lemma 3 we
show that our algorithm is efficient.

Lemma 1. Under Eq. (3), the objective function in Eq. (2) is
monotonically non-increasing.

Proof. Now we have formulas:

J(u) = (
c

2
v′v + 1− c+ 2a) u′u︸︷︷︸

Q1

− cu′Av︸ ︷︷ ︸
Q2

−2(1− c)(u′e︸︷︷︸
Q3

)− 2a(u′L̃u︸ ︷︷ ︸
Q4

).

Based on the auxiliary function method [24], [25], using the
following inequality:

z ≥ 1 + log z,

we get the auxiliary function:

H(u, ũ) = (
c

2
v′v + 1− c+ 2a)Q′1

− cQ′2 − 2(1− c)Q′3 − 2aQ′4,

where


Q′1 = Q1,

Q′2 =
∑
x [Av](x)ũ(x)(1 + log u(x)

ũ(x) ),

Q′3 =
∑
x e(x)ũ(x)(1 + log u(x)

ũ(x) ),

Q′4 =
∑
x,y L̃(x, y)ũ(x)ũ(y)(1 + log u(x)u(y)

ũ(x)ũ(y) ).

Thus H(u, ũ) ≥ J(u) and H(u,u) = J(u). By setting the
gradient of H(u, ũ) to zero, we get the updating function as
follows:

u2(x) = ũ2(x)
[cAv + 4aL̃u + 2(1− c)e](x)

[cuv′v + 4au + 2(1− c)u](x)
,

which is same as Eq. (3).

Lemma 2. At convergence, the fixed-point solution of Eq. (3)
satisfies the KKT conditions.

Proof. The Lagrangian function of Eq. (2) is:

L(u) =
c

2
v′vu′u− cu′Av + (1− c)||u− e||22

+ 2au′(I− L̃)u−α′u,
(5)

where α it the Lagrange multiplier. By setting the derivative
of L(u) w.r.t. u to 0, we get:

cuv′v − cAv + 2(1− c)(u− e) + 4a(I− L̃)u = α. (6)

By KKT complementary slackness condition, we have:

[cuv′v + 2(1− c)u + 4au

− (4aL̃u + cAv + 2(1− c)e)](x)u(x) = 0.
(7)

Therefore Eq. (3) satisfies KKT conditions.

Lemma 3. The gap of the time complexity between the fixed-
point solution of HITS-NEOHIN (Eq. (3)) and HITS is close.

Proof. The difference of the objective functions between our
HITS-NEOHIN algorithm and regular HITS algorithm lies at
the second and third terms in Eq.(2), and they lead to the
4aL̃u and 4au terms in Eq.(3). For the update solution of
regular HITS, its time complexity is dominant by term cAv,
which is O(

∑
i |Ei|) due to the sparsity of A. For the time

complexity of 4aL̃u, it is O(
∑
i,j |Iij |+

∑
i |Vi|), due to the

sparsity of L̃. In the real-world setting the number of nodes
is much less than the number of edges, so put them together
the time complexity increases minorly.
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IV. PROPOSED ALGORITHM #2: PREP-NEOHIN
In this scenario, we focus on ranking all the nodes of the

same type w.r.t. a query node, by exploring certain type(s)
of meta path of the input NEOHIN (referred to as Scenario
#2) from a given meta path candidate pool. For instance in
Figure 1, we might be interested in ranking all the author nodes
w.r.t. a given researcher by exploring the following meta path
t: [author] writes−−−→ [paper]

cited by−−−−→ [paper]
written by−−−−−→ [author].

A. Preliminaries: PReP for a Single HIN
PReP is one of the most recent ranking algorithm in a single

HIN [15]. It regards the number of meta path t between a node
pair (y, z) in the HIN as being generated from an exponential
distribution: pc(y,z),t ∼ Exp(λ). By designing the parameter λ
and imposing prior distributions on parameters, it minimizes
the negative log likelihood of pci,(y,z),t between every pair of
nodes (y, z) as follows:

LO,i(ηi, ρi, φi, θi) = − log(p(pci, ηi, ρi, φi, θi|αi, βi))

= −
{ ∑
y∈Vi

log(Γ(ρiy; (αiy, 1)))

+
∑

(y,z)∈Si

log(Dir|M|(φi,(y,z),m;βi))

+
∑

(y,z)∈Si

|T |∑
t=1

log(Exp(pci,(y,z),t;λi))
}
,

(8)

where i is the index of a domain, λi =
ηit

ρiyρiz
∑|M|

m=1 φi,(y,z),mθimt

is the designed parameter for
the i-th domain, t is the index of a meta path, T is the set
of candidate meta paths, M is the set of generating patterns.
The model has the following parameters: ρi = {ρiy} where
ρiy describes the visibility of node y (i.e., number of paths
connecting to node y); ηi = {ηit} where ηit describes the
selectivity of meta path t (i.e., significance of a path t for
calculating relevance); φi = {φi,(y,z),m} where φi,(y,z),m
is the projection probability from a pair of nodes (y, z) to
a generating pattern m such that

∑
m φi,(y,z),m = 1; θi

= {θimt} where θimt is the projection probability from a
generating pattern m to a meta path t s.t.

∑
t θimt = 1. The

Gamma prior distribution Γ(·) on parameter ρiy is to prevent
the trivial re-scaling of parameters ρiy , ρiz and ηit. The
Dirichlet prior Dir(·) is designed for sparse distribution over
|M| generating patterns. αiy and βi are parameters for these
two distributions. Once the parameters ηit, ρiy , φi,(y,z),m
and θimt are learnt by minimizing LO,i, given query node
z, PReP [15] ranks node y of the same type based on the
relevance measure as follows,

Ri(y, z) =

|T |∑
t=1

ηitpci,(y,z),t

ρiyρiz
∑|M|
m=1 φi,(y,z),mθimt

+ (1− βi)
|M|∑
m=1

log φi,(y,z),m.

(9)

B. Optimization Formulation

In order to generalize the PReP algorithm into the NEOHIN
model, we propose to minimize the following cost function:

L =

g∑
i=1

LO,i(ηi, ρi, φi, θi) + γ

g∑
i=1

LC,i(ηi),

where γ is the regularization parameter. The first term LO,i
is same as we defined in Eq. (8) representing the negative
log likelihood in each specific domain. The second term LC,i
is the cross-domain objective function which aims to encode
the cross-domain consistency principle and can be written as
follows:

LC,i(ηi) =

g∑
j=1

|T |∑
t=1

(
ηit√
d(i)

− ηjt√
d(j)

)2G(i, j), (10)

where d(i),d(j) and G(i, j) have the same meaning as in
Eq. (2). The intuition of LC,i is that if a given meta path
t appears in both the i-th domain and the j-th domain, its
contributions ηit and ηjt (i.e., its significance for calculating
relevance) in these two domains should be similar (i.e., small
( ηit√

d(i)
− ηjt√

d(j)
)2) if i-th domain and j-th domain are similar

with each other (i.e., with a large G(i, j)). Thus, if there exists
noise in the data from a specific domain, which misleads the
learning of {ηit}, the constraints from the similar domain
via {ηjt} could alleviate or even eliminate the influence
of noise data. On the other hand, compared with methods
mixing all the domains together and viewing it as a single
HIN, our method can keep the domain specific characteristics.
For example, if we aim to evaluate the relevance between
two authors, for authors in relatively specific domains like
medical imaging, attending the same conference (i.e. meta
path [author] writes−−−→ [paper]

accepted by−−−−−−→ [conference]
accepts−−−−→

[paper]
written by−−−−−→ [author]) can describe great similarity be-

tween authors compared with general domains like machine
learning.

C. Optimization Solution and Analysis

We propose an alternating optimization strategy to optimize
different groups of variables ηit, ρiy , φi,(y,z),m and θimt.
Since the variables ρiy , φi,(y,z),m and θimt only appear in the
cost function LO,i, we can apply the same algorithm to infer
them as PReP [15] and we omit the details due to the space
limitations. To optimize ηit, we first compute the gradient as
follows,

∂L

∂ηit
= −|S|

ηit
+
∑
j

2γ(
ηit√
d(i)

− ηjt√
d(j)

)
G(i, j)√

d(i)

+
∑

(y,z)∈Si

pci,(y,z),t

ρiyρiz
∑
m φi,(y,z),mθimt

,
(11)

where S is the set of node pairs. By setting Eq. (11) to be 0,
we adopt the following solution to update the ηit:
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Algorithm 2 Optimization algorithm of PReP-NEOHIN

Input: (1) a set of adjacency matrices between all types of
nodes in each domain {Atype1,type2

i }; (2) candidate meta
paths T ; (3) number of generating patterns |M|; (4) a set
of target node pairs {y, z} to measure their relevance.

Output: (1) the relevance score Ri(y, z) between target node
pairs (y, z) in the domain i.

1: Pre-processing: generate the path count pci,(y,z),t between
every pair of target node pairs (y, z) in domain i following
meta path t by the multiplication of adjacency matrices
between different types of nodes.

2: while not converged do
3: for the i-th domain , 1 ≤ i ≤ g do
4: for meta path t, 1 ≤ t ≤ |T | do
5: Update ηit based on Eq. (12).
6: end for
7: Update ρi, φi, θi followed by method in [15] with
pci,(y,z),t and |M|.

8: end for
9: end while

10: return relevance score Ri(y, z) between target node pairs
(y, z) in the domain i by Eq. (9).

ηit =
−Bd(i) +

√
B2d(i)

2
+ 8γ

∑
jG(i, j)|S|d(i)

4γ
∑
jG(i, j)

, (12)

where

B =
∑

(y,z)∈Si

pci,(y,z),t

ρiyρiz
∑
m φi,(y,z),mθimt

−
∑
j

2γG(i, j)ηjt√
d(j)d(i)

.

We have the following lemma to support that Eq. (12) is a
local optimal solution for updating the parameter ηit.

Lemma 4. Eq. (12) is a local optimal solution for updating
the parameter ηit.

Proof. By setting Eq. (11) to be 0, we get a quadratic equation
w.r.t. variable ηit as follows,

−|S|+ 2γη2it
d(i)

∑
j

G(i, j) +Bηit = 0, (13)

where B has same definition as in Eq.(12). Apparently, Eq.
(13) has a root on the positive half axis where the derivative
of Eq. (13) is positive around that root. Thus, L(·) is convex
around the positive root, which gives the minimum of L(·) (i.e.
Eq.(12)) as a local optimal solution for the parameter ηit.

After finish inferring all the parameters, PReP-NEOHIN
ranks the same-type nodes by computing the relevance scores
(i.e., Eq. (9)) with the learnt parameters. We present the whole
algorithm in Alg. 2
Remarks. From the generative model perspective, we have the
lemma as follows.

Lemma 5. The effect of LC,i in Eq. (10) is equivalent
to imposing a prior distribution f(ηit) on ηit. Specifically,

f(ηit) ∝
∏g
j=1

∏|T |
t=1

√
G(i,j)
πd(i) exp

(
−

(ηit−
√

di
dj
ηjt)

2

di
G(i,j)

)
.

Proof. We have

f(ηit) = κ

g∏
j=1

|T |∏
t=1

√
G(i, j)

πd(i)
exp

− (ηit −
√

di

dj
ηjt)

2

di

G(i,j)

,
where κ is a normalization term to ensure the integral of f(ηit)
to be 1. By setting the negative log likelihood of f(ηit) as loss
function, we have the following equation:

− log f(ηit) =

g∑
j=1

|T |∑
t=1

(
ηit√
d(i)

− ηjt√
d(j)

)2G(i, j) + const.

By ignoring the constant term in the loss function, the above
equation is equivalent to Eq. (10).

In addition, in Lemma 6 we show that our algorithm is
efficient as well.

Lemma 6. The gap of the time complexity between the
inference algorithms of PReP-NEOHIN and PReP is close.

Proof. The difference between inference algorithms of PReP-
NEOHIN and PReP lies at the update of ηit. They both need
to compute the first term of B in Eq. (11) whose time com-
plexity is O(|S||M|). The difference lies at the computing of
2γη2it
d(i)

∑
jG(i, j) and

∑
j

2γG(i,j)ηjt√
d(j)d(i)

whose time complexity

are O(g), which is minor compared with O(|S||M|).

V. EXPERIMENT

In this section, we conduct various experiments aiming to
answer the following questions:
• If the proposed model and algorithms are effective for

various scenarios?
• If the proposed algorithms converge stably and quickly?
• If the proposed algorithms are as efficient as their coun-

terparts?

A. Effectiveness on synthetic dataset

We design a comparative experiment to illustrate the ef-
fectiveness of our proposed NEOHIN model. We first con-
struct two synthetic networks with 2, 000 nodes following the
same power-law distribution using the famous Barabási-Albert
method [26]. Each of them would be described as a domain
network. The domain-domain similarity is set as 1 since they
follow the almost same distribution. We assign node type to
each node based on its degree. Specifically, we assign nodes
with degree larger than 2∗max degree

3 as Type I, assign nodes
with degree lower than max degree

3 as Type III, and assign the
others as Type II. In total, there are 3, 587 Type I nodes, 343
Type II nodes, and 70 Type III nodes. In the following parts,
we present two comparative experiments for the proposed
HITS-NEOHIN, PReP-NEOHIN and their counterparts.
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Algorithm Accuracy
K=5 K=10 K=15 K=20 K=25 K=30

CrossRank 0.045 0.090 0.135 0.180 0.202 0.225
HITS-NoN 0.034 0.056 0.112 0.124 0.135 0.180

HITS-NEOHIN 0.045 0.090 0.146 0.191 0.213 0.236

TABLE II: Results of cross-domain link prediction on syn-
thetic dataset.

Algorithm ROC-AUC AUPRC
PReP 0.553 0.307

PReP-NEOHIN 0.566 0.404

TABLE III: Results of meta path-based link prediction on
synthetic dataset.

1) Task 1: Cross-domain Link Prediction: We assume that
there exists cross-domain links between nodes from different
domain-specific networks with the same degree. We connect
node pairs with same degree greedily and name those node
pairs as target node pairs. We set half of the target node
pairs as common nodes between domains and the other half
of them as the ground truths to be predicted. To predict the
aforementioned target cross-domain links, we set the query
vector using the adjacent nodes of the source node from the
1-st domain, and rank all the nodes in the 2-nd domain. If
the ground truth (i.e. target node of the cross-domain link in
the 2-nd domain) is in the top-K ranking results, we view the
prediction is accurate (i.e., a ‘hit’). In this scenario we focus
on comparing our HITS-NEOHIN with following two network
of networks-based algorithms:
• CrossRank [16] which formulates the ranking problem on

NoN based on the cross-domain consistency principle,
• HITS-NoN which is a natural extension of the HITS

algorithm [23] to the NoN setting by encoding cross-
domain consistence.

From the results presented in Tab. II we observe that
our proposed HITS-NEOHIN consistently outperforms other
two comparison methods with the increment of K which is
because (1) HITS-NEOHIN makes better use of the node type
information, and (2) HITS-NEOHIN evaluates the importance
of nodes from hub and authority perspectives simultaneously.

2) Task 2: Meta Path-based Link Prediction: We follow the
same synthetic dataset setting as we illustrated in Sec. V-A and
have three node types. Here we aim to predict if two Type II
nodes are connected or not based on the following meta paths:
• [Type II]→ [Type I]→ [Type II],
• [Type II]→ [Type III]→ [Type II].

We compare our PReP-NEOHIN with its counterpart
PReP [15] and adopt the receiver operating characteristic curve
(ROC-AUC) and area under precision-recall curve (AUPRC)
as evaluation metrics.

From Tab. III we can observe that under the NEOHIN
framework, our PReP-NEOHIN algorithm outperforms its
counterpart PReP. Although these two synthetic domain-
specific networks are generated based on the same settings
and method, it is inevitable to import noise when predicting
the linking status between same-type nodes (i.e. Type II in

our experiment) based on given meta paths. Co-learning on
multiple domain-specific networks are effective to alleviate the
bias in any of them.

B. Effectiveness on Aminer Dataset

In this section we evaluate our algorithms on the scholar
dataset Aminer [27]. We extract a subset of data that consists
of five research domains, including data mining, machine
learning, database, information retrieval and bioinformatics.
The domain-domain similarity is based on the citation propor-
tion between two domains. For example, among all references
of data mining papers, 50% of them are data base papers
and for references of data base papers, 40% of them are
data mining papers. Then, the similarity between these two
domains are 0.4× 0.5 = 0.2. We consider four node types in
the network, including author, paper, keyword and conference.
In total, there are 27,665 authors, 19,206 papers, 12,478
keywords and 29 conferences. We design two different tasks
to show the effectiveness of our proposed algorithms HITS-
NEOHIN and PReP-NEOHIN, respectively.

1) Task 1: Cross-Domain Citation Prediction: For the task
of cross-domain citation prediction, we partition the dataset
into two periods based on the publication years, including
2005-2010 (P1) and 2010-2015 (P2). We focus on the data
mining papers which were published in P2 and cited databases
paper(s) published in P1. We set prior vectors based on the
keywords extracted from abstracts. If the ground truth is in
the top-K ranking results, we view the prediction is accurate.
We compare the proposed HITS-NEOHIN with the following
five baseline methods, including

• PageRank [3] which measures the importance of nodes
w.r.t. the network topology,

• HITS [2] which measures the importance of nodes in the
network from two perspectives: authority and hub,

• CrossRank [16] as introduced in Sec. V-A,
• HITS-NoN as introduced in Sec. V-A,
• HITS-HIN which is a natural extension of HITS to HIN

by normalizing the ranking vectors u and v based on
node types in each iteration.

We summarize the experiment results of our proposed
HITS-NEOHIN compared with all the baselines in Table IV.
We have the following observations. First, the proposed HITS-
NEOHIN achieves an up to 10% prediction improvement
compared to the classic ranking algorithms PageRank and
HITS. In the meanwhile, our method outperforms the state-
of-the-art ranking algorithm CrossRank by a large amount.
Second, we can observe that our method also outperforms the
baseline methods HITS-NoN and HITS-HIN, which further
demonstrate simultaneously incorporating the various rich side
information (i.e., heterogeneity and different edge resolutions)
leads to more accurate rankings. In addition, it is unsurprising
that the ranking accuracy increases with the increment of K.
Yet, our proposed algorithm can still consistently outperform
other baseline methods.
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Algorithm Accuracy
K=100 K=200 K=300 K=400 K=500

PageRank 0.016 0.092 0.131 0.150 0.198
CrossRank 0.063 0.120 0.162 0.223 0.258

HITS 0.042 0.087 0.128 0.154 0.172
HITS-NoN 0.064 0.130 0.172 0.233 0.273
HITS-HIN 0.016 0.082 0.126 0.143 0.167

HITS-NEOHIN 0.109 0.160 0.203 0.246 0.291

TABLE IV: Results of cross-domain citation prediction.

Algorithm ROC-AUC AUPRC
PathCount 0.414 0.464
PathSim 0.491 0.513
JoinSim 0.574 0.579

PReP 0.542 0.524
PReP-NEOHIN 0.584 0.607

TABLE V: Results of similar author identification.

2) Task 2: Similar Author Identification: For the task of
identifying similar authors, we select the top 20 researchers
whose research interests lie in both database and data mining
based on the citations of their publications. The ground truth
provides the information whether each two of these distin-
guished researchers are similar or not, based on the their pub-
lications. We evaluate the performance of the algorithms based
on the ground truth under the relevance measure computed by
Eq. (9). We compare PReP-NEOHIN with four meta path-
based baselines, including:
• PathCount [12] which simply use path counts as the

relevance measure,
• PathSim [12] which makes a further step on PathCount

by normalizing the relevance with the sum of importance
of the node pair,

• JoinSim [28] which normalizes the relevance by the
square root of the product of importance of the node pair,

• PReP [15] which is introduced in Sec. IV-A.
In all these methods, we use the following meta paths of
interests:
• [author] writes−−−→ [paper]

written by−−−−−→ [author]
• [author] writes−−−→ [paper]

accepted by−−−−−−→ [conference]
accepts−−−−→

[paper]
written by−−−−−→ [author]

• [author] writes−−−→ [paper] contains−−−−→ [keyword]
is in−−→

[paper]
written by−−−−−→ [author]

We use ROC-AUC and AUPRC as evaluation metrics which
are same as we illustrated in Sec. V-A2. The results are
summarized in Table V. We can observe that PReP-NEOHIN
consistently outperforms all the baseline methods, which fur-
ther indicates that different edge resolutions (i.e., the network
of networks structure) can boost the learning of model in
every domain-specific network, alleviate the impact of noise
effectively, and improve the ranking performance.

C. Effectivenss on DisGeNET Dataset — a Case Study

In this section, we conduct a case study on the DisGeNET
dataset, a widely-used real-world dataset, to show that our
algorithm can provide meaningful ranking results. DisGeNet

is composed by human disease-gene associated network [29]
and gene-gene interaction network [30]. Since gene-gene
connections can often vary in different human tissues and a
pair of gene-disease can be closely related in some human
tissues but not all, it is of a great importance to consider
such tissue-specific connection patterns in the ranking prob-
lem. Correspondingly, we construct our proposed NEOHIN
model as follows. First, we extract the human tissues (i.e.,
domains) from the cardiovascular system, nervous system, and
musculoskeletal system. Then, for each tissue, we construct
the domain-specific heterogeneous network with the nodes as
genes and disease, as well as the edges among nodes. At a
coarse resolution, the edges between domains represent the
interactions between different tissues. In this NEOHIN model,
there are 6,880 diseases and 1,348 genes in total.

Based on this constructed network, we aim to discover the
common yet critical diseases in certain human systems (e.g.,
skeletal muscle). We present the top-10 critical diseases in
each domain in Table VI. Due to the settings of our dataset,
there exists some overlaps between the concepts of diseases,
but surprisingly we find that those diseases with general defi-
nitions are ranked high in our results such as ’heart disease’,
’peripheral nervous system disease’, and ’brain disease’, which
verifies the correctness of our algorithm. After removing those
general diseases, the ranking of specific diseases could provide
additional information about the importance and commonality
of the diseases by leveraging the structures of tissue-specific
heterogeneous networks as well as the information of tissues.

D. Convergence Results
For two of our proposed algorithms, despite the local

optimum guarantees provided in Lemma 1, 2, and 4, the
updating methods of them are composed by alternative up-
dating of multiple parameters. Aim to answer that whether
the algorithms converge quickly and stably, we empirically
study the convergence of them on the AMiner dataset [27]
in two tasks illustrated in Sec.V-B, respectively. We show the
convergence results in Figure 2 where we observe that both
of our proposed algorithms converge very quickly (within 20
iterations), and stably (with few fluctuation).

E. Efficiency Results
For the optimization of our proposed algorithms, Sec.V-D

shows that proposed algorithms can converge within few
iterations. In this section, we further evaluate the efficiency
of our proposed algorithms HITS-NEOHIN in Sec. V-B1 and
PReP-NEOHIN in Sec. V-B2 in terms of the running time per
iteration. We summarize the efficiency results in Table VII. As
we can see, in both tasks, our proposed algorithms consistently
have a comparable computation time per iteration against their
counterparts without NEOHIN framework, which verifies the
proved Lemma 3 and 6 that our proposed NEOHIN only adds
no additional time cost .

VI. RELATED WORK

We briefly review the related works on network ranking and
network of networks.
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Rank Cardiovascular system Nervous system Musculoskeletal system
1 heart disease peripheral nervous system disease mitochondrial encephalomyopathy
2 heart valve disease amyotrophic lateral sclerosis MELAS syndrome
3 cardiovascular system disease hepatic encephalopathy myopathy
4 pulmonary hypertension brain disease rheumatoid
5 hypertension epilepsy syndrome mitochondrial myopathy
6 congenital heart disease nervous system disease arthritis
7 coronary artery disease Parkinson’s disease muscular atrophy
8 congestive heart failure Alzheimer’s disease osteoporosis
9 myocardial infarction movement disease gout
10 vascular disease migraine congenital diaphragmatic hernia

TABLE VI: Ranking results of diseases in cardiovascular system, nervous system, and musculoskeletal system domains.
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Fig. 2: Convergence of the proposed algorithms.

Scenarios Algorithm Seconds/Iteration

Task 1
HITS 0.026

HITS-NoN 0.027
HITS-HIN 0.028

HITS-NEOHIN 0.027

Task 2 PReP 5.586
PReP-NEOHIN 5.602

TABLE VII: Computational time of different algorithms.

A. Ranking

Ranking is a classic topic of network analysis. PageRank [1]
and HITS [2] lay a solid foundation of random walk-based
algorithms, followed by works like personalized PageRank [3],
SimRank [31], fast random walk with restart [4] and so on.
After that, with the development of heterogeneous information
networks, more algorithms tailored for multi-type nodes and
edges are proposed. PathSim [12] introduces several important
ideas and concepts like meta path, net schema, and path
count to measure the similarity between same-type nodes.
Hetesim [13] models the similarity between nodes of different
types based on relevance path with a similar definition as meta
path. PReP [15] offers a new generative model prospective for
the meta path-based similarity measure. Besides, real-world
application based on HIN ranking including recommender
system [32], drug discovery [33], and many more.

B. Network of Networks

Network of networks (NoN) model [16] is another line of
research to mine the compatible and complementary informa-
tion within data. It is introduced to analyze network at a finer
granularity with global view across different domains. [34]

addresses the clustering problem for networks collected from
multiple domains by a two-step framework. MuLaN [35] [17]
organizes the data into a new model named multi-layered
networks, which consider cross domain node-node dependency
with a cross-layer consistency constraint. Additionally, exclud-
ing aforementioned multi-domain networks, [36] offers a com-
prehensive survey about multi-layered network (also referred
as network of networks), including multimodal networks [18],
and multiplex networks [21], etc.

VII. CONCLUSIONS

As the cornerstone of network analysis, ranking plays an
important role in a variety of applications. In this paper, we
study the ranking problem in a collection of inter-connected
heterogeneous information networks. In particular, we propose
a new network model named NEOHIN that can simultane-
ously capture the network heterogeneity and different edge
resolutions. We propose two new ranking algorithms in differ-
ent ranking scenarios based on the cross-domain consistency
principle, followed by some theoretical analyses. We conduct
extensive experiments on synthetic and real-world data to
demonstrate the efficacy of the proposed algorithms. Future
works include generalizing the current model and algorithms
to dynamic networks.
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